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Abstract. Rust is a disease that leads to considerable losses in the worldwide 
coffee industry. In Colombia, the disease was first reported in 1983 in the  
department of Caldas. Since then, it spread rapidly through all other coffee de-
partments in the country. Recent research efforts focus on detection of disease 
incidence using computer science techniques such as supervised learning algo-
rithms. However, a number of different authors demonstrate that results are not 
sufficiently accurate using a single classifier. Authors in the computer field 
propose alternatives for this problem, making use of techniques that combine 
classifier results. Nevertheless, the traditional approaches have a limited per-
formance due to dataset absence. Therefore we proposed an empirical multi-
classifier for coffee rust detection in Colombian crops. 

Keywords: Coffee rust · Classifier · Multi-classifier · Dataset 

1 Introduction 

Rust is the main disease that attacks the coffee crop and it causes losses up to 30% 
in susceptible varieties of Arabica Coffee species in Colombia. This disease is 
found in most of the world’s coffee-producing countries, and it was first reported in 
Colombia in 1983 in the department of Caldas. Since then, it spread rapidly through 
other coffee departments in the country [1]. Thenceforth The National Centre for 
Coffee Research (Cenicafé) supplied Colombian coffee farmers with the Castillo 
variety. This variety incorporates genetic attributes of rust resistance, which  
improves grain size, quality and productivity compared to the Caturra variety. 
However, despite of disease resistant plants availability, three-quarters of the area 
in Colombia planted with coffee varieties is still susceptible. Meaning that plants  
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are vulnerable to rust attack, depending on environmental conditions and crop  
agronomy [2]. 

Since coffee rust has led to considerable losses in the industry worldwide, recent 
Brazilian supervised learning researchers have focused on detection of the incidence 
of the disease using simple classifiers as decision trees, support vector machines and 
bayesian networks [3, 4, 5, 6, 7, 8]. They made use of numerical values of the infec-
tion rates which were mapped into two categories (or classes). The first option of the 
binary infection rate was with value 1 for infection rates equal or greater than 5 per-
centage points (pp) and 0 otherwise. The second option was created, with value 1 for 
infection rates equal or greater than 10 pp, and 0 otherwise.  

Meanwhile experts in computer science demonstrated that using a simple classifier 
is not accurate enough [9]. This indicates that approaches such as those mentioned 
above [3, 4, 5, 6, 7, 8], which address the rust incidence rate detection using simple 
classifiers, lack of accuracy needed for predictions. Authors in the computer field 
suggested as an alternative solution to make use of techniques that combine classifier 
results [10, 11]. Nevertheless the traditional approaches have a limited performance 
(Bagging, Random subspace, Rotation forest, Stacking, inter alia) due to dataset ab-
sence to construct accurate classifiers [5, 6, 12, 13, 14]. 

Therefore, we proposed an empirical multi-classifier for coffee rust detection in 
Colombian crops. The remainder of this paper is organized as follows: Section 2 de-
scribes the data collection and the algorithms used; Section 3 the algorithms used in 
the multi-classifier proposed; Section 4 presents results and discussion and Section 5 
conclusions and future work. 

2 Background 

This section describes the data collection process and the generation of the dataset 
used in experiments, introduces algorithms which comprise the multi-classifier. 

2.1 Data Collection 

The data used in this work were collected [12] trimonthly for 18 plots, closest to 
weather station at the Technical Farm (Naranjos) of the Supracafé, in Cajibio, Cauca, 
Colombia (21°35’08”N, 76°32’53”W), during the last 3 years (2011-2013). The data-
set includes 147 examples from the total of 162 available ones. The remaining 15 
samples were discarded due to problems in the collection process. 

The dataset is composed of 13 attributes that are divided in 3 categories: Weather 
conditions (6 attributes), Physic crop properties (3 attributes), and crop management 
(4 attributes). Below are describe the 13 attributes (Table 1): 
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Table 1. Dataset for Incidence Rate of Rust Detection 

Attributes for Incidence Rate of Rust Detection 
 

Weather Conditions 
 
Relative humidity average in the last 2 months (RHA2M), 
Hours of relative humidity > 90% in the last month 
(HRH1M), Temperature variation average in the last 
month (TVA1M), Rainy days in the last month (RD1M), 
Accumulated precipitation in the last 2 months (AP2M), 
Nightly accumulated precipitation in the last month 
(NAP1M). 
 

 
Physic Crop  
Properties 
 

 
Coffee Variety (CV), Crop age (CA), Percentage of shade 
(PS). 

 
Crop Management 

 
Coffee rust control in the last month (CRC1M), Coffee 
rust control in the last 3 months (CRC3M), Fertilization in 
the last 4 months (F4M), Accumulated coffee production 
in the last 2 months (ACP2M). 
 

 
In this sense, the class was defined as, the Incidence Rate of Rust (IRR). IRR is 

calculated by following a unique methodology in Colombian coffee crops collection 
developed by Cenicafé [2] for a plot with area lower or equal of one hectare. The 
steps of the methodology are presented below: 
 

1. The farmer must be standing in the middle of the first furrow and he has to 
choose one coffee tree and pick out the branch with greater foliage for each 
level (high, medium, low); the leaves of the selected branches are counted as 
well as the infected ones for rust. 

 
2. The farmer must repeat the step 1 for every tree in the plot until 60 trees are 

selected. Take in consideration that the same number of trees must be se-
lected in every furrow (e.g. if plot has 30 furrows, the farmer selects two cof-
fee trees for each furrow).   

 
3. Finished the step 1 and 2, the leaves of the coffee trees selected (ܶܥܮ) are 

added as well as the infected leaves of rust (ܴܮܫ). Later it must be computed 
the Incidence Rate of Rust (IRR) using the following formula: 

ܴܴܫ  ൌ ܶܥܮܴܮܫ   100                                                          ሺ1ሻ 
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The collection process and IRR computation spend large amount of money and 
time, for this reason the IRR samples are limited (trimonthly for 18 plots). This 
process and its samples are considered very important, since it provides coffee crops 
rust approximation. 

2.2 Supervised Learning Techniques 

To evaluate the empirical multi-classifier for coffee rust detection in Colombian crops 
were determined the three following base classifiers: Backpropagation neural network 
(BPNN), Regression Tree (M5) and Support Vector Regression (SVR). This section 
provides a short description of base classifiers mentioned above and briefly reviews 
the four main ensemble methods, including: Bagging, Random subspace, Rotation 
forest and Stacking. 

Base Classifiers 
These classifiers learn by examples that map input vectors into one of several desired 
output classes. That is, a pattern classifier can be created through the training or learn-
ing process. The learning process of creating a classifier is to calculate the approx-
imate distance between input–output examples and make correct output labels of the 
training set. This process is called the model generation phase. When the model is 
generated, it can classify an unknown instance into one of the learned classes in the 
training set [15]. Below are presented the base classifiers of the empirical multi-
classifier for coffee rust detection 

 
Backpropagation neural network 
Backpropagation neural network (BPNN) is a feed forward neural network used to 
capture the relationship between the inputs and outputs [16]. The neural network is 
trained using backpropagation algorithm [17], where the error in the output layer is 
propagated backwards to adjust the weights in the hidden layers. The error in neuron p in the hidden layer is obtained using ߜ ൌ  ܱ൫1 െ ܱ൯  ߜ ܹሺ݊  1ሻ                                         ሺ2ሻ 

The error δ୮ is used to adjust the weights connecting to neuron p in the hidden layer. 
This process is repeated for all the hidden layers. Application of all inputs once to the 
network and adjusting the weights is called an epoch [18]. In this work, a three layer 
feedforward neural network is used with a learning rate ߙ ൌ 0.3 and momentum 
applied to the weights during updating of ߚ ൌ 0.2. 

Regression Tree 
M5 algorithm constructs a regression tree by recursively splitting the instance space. 
The splitting condition is used to minimize the intra-subset variability in the values 
down from the root through the branch to the node. The variability is measured by the 
standard deviation of the values that reach that node from the root through the branch 
[19]. The standard deviation reduction (SDR) is calculated as follows 
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ܴܦܵ ൌ ሺܶሻ݀ݏ െ   | ܶ||ܶ| ሺ݀ݏ ݔ  ܶሻ                                          ሺ3ሻ 

Where ܶ, is the set of examples that reach the node, T୧ are the sets that are resulted 
from splitting the node according to the chosen attribute and ݀ݏ is the standard devia-
tion. We defined the minimum proportion of the variance on all the data that needs to 
be present at a node of  0.001. 

Support Vector Regression 
Support Vector Regression (SVR) is a supervised learning algorithm based on statis-
tical learning theory and structural risk minimization principle [20, 21]. It can be ex-
pressed as the following equation: ݂ሺݔሻ ൌ ሻݔ௧߮ሺݓ   ܾ                                                      ሺ4ሻ 

Where φሺ. ሻ is a non-linear mapping which takes the input data points into a higher 
dimensional feature space, w is a vector in the feature space and b is a scalar thre-
shold [22]. For our multi-classifier was used a Gaussian radial basis function, soft 
margin parameter ܥ ൌ 5.0 and insensitive cost function parameter ߳ ൌ 0.01. 

Ensemble Methods 
An ensemble of classifiers is a collection of several classifiers whose individual deci-
sions are combined in some way to classify the test examples [23]. In the literature, 
there are a number of ensemble methods, e.g. Bagging, Random subspace, Rotation 
forest, Stacking, Cascading, Boosting, etc. Next are presented the four main ensemble 
methods. 

Bagging 
In its standard form, the bagging (Bootstrap Aggregating) algorithm [24] generates ܯ 
bootstrap samples ଵܶ, ଶܶ, . . . , ெܶ randomly drawn (with replacement) from the origi-
nal training set ܶ of size ݊. From each bootstrap sample ܶ  (also of size ݊), a base 
classifier ܥ is induced by the same learning algorithm. Predictions on new observa-
tions are made by taking the majority vote of the ensemble כܥ  built from ܥଵ, ,ଶܥ . . . , ெܥ . As bagging resamples the training set with replacement, some in-
stances may be represented multiple times while others may be left out. Since each 
ensemble member is not exposed to the same set of instances, they are different from 
each other. By voting the predictions of each of these classifiers, bagging seeks to 
reduce the error due to variance of the base classifier [25]. 

Random subspace 
The random subspace method (RSM) is an ensemble construction technique, in which 
the base classifiers ܥଵ, ,ଶܥ . . . , ,ெ are trained on data sets ଵܶܥ ଶܶ, . . . , ெܶ  constructed 
with a given proportion of attributes picked randomly from the original set of features ܨ. The outputs of the models are then combined, usually by a simple majority voting 
scheme. The author of this method suggested to select about 50% of the original fea-
tures. This method may benefit from using random subspaces for both constructing 
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and aggregating the classifiers. When the data set has many redundant attributes, one 
may obtain better classifiers in random subspaces than in the original feature space. 
The combined decision of such classifiers may be superior to a single classifier con-
structed on the original training data set in the complete feature space. On the other 
hand, when the number of training cases is relatively small compared with the data 
dimensionality, by constructing classifiers in random subspaces one may solve the 
small sample size problem [25, 26]. 

Rotation forest 
Rotation forest [27] refers to a technique to generate an ensemble of classifiers, in 
which each base classifier is trained with a different set of extracted attributes. The 
main heuristic is to apply feature extraction and to subsequently reconstruct a full 
attribute set for each classifier in the ensemble. To this end, the feature set ܨ is ran-
domly split into ܮ subsets, principal component analysis (PCA) is run separately on 
each subset, and a new set of linear extracted attributes is constructed by pooling all 
principal components. Then the data are transformed linearly into the new feature 
space. Classifier ܥ is trained with this data set. Different splits of the feature set will 
lead to different extracted features, thereby contributing to the diversity introduced by 
the bootstrap sampling [25]. 

Stacking 
Stacking is an ensemble technique that uses a meta-learner for determining which clas-
sifiers are reliable and which are not. Stacking is usually employed to combine models 
built by different inducers. The idea is to create a meta-dataset containing a tuple for 
each tuple in the original dataset. However, instead of using the original input attributes, 
Stacking uses the classifications predicted by the base-classifiers as the input attributes. 
The target-attribute remains as in the original training-set. A test instance is first classi-
fied by each of the base-classifiers. These classifications are fed into a meta-level  
training-set to produce a meta-classifier. The meta-classifier that has been produced 
combines the different predictions into a final prediction. In order to avoid over-fitting 
of the meta-classifier, the instances used for training the base-classifiers should not be 
used to train the meta-classifier. Thus the original dataset should be partitioned into two 
subsets. The first subset is reserved to form the meta-dataset while the second subset is 
used to build the base-level classifiers. Consequently, the meta-classifier predictions 
reflect the true performance of base-level learning algorithms [28]. 

3 Empirical Multi-classifier for Coffee Rust Detection 

The empirical multi-classifier for coffee rust detection is based on Cascade Generali-
zation method, where are used sequentially a set of classifiers, at each step performing 
a modification of the original dataset [29]. In this manner, the main idea is focused on 
the use of multiple classifiers in such a way that each of the classifiers (BPNN, M5 
and SVR) covers a different part of the dataset. All of this with the objective to inte-
grate the classification results and produce the final classification (Fig. 1). In addition, 
we used the interquartile range and k-mean algorithms to improve the performance in 
the dataset.  
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Fig. 1. Workflow for coffee rust detection 

The outliers detection module, detects and removes the values that have an abnor-
mal behavior of an attribute into the dataset through Interquartile Range Method (IR). 
This method compute the quartile Qଵ , Qଶ , Qଷ , which split a sort dataset in four 
parts [30], after, computing the interquartile range (IQR), which is the difference 
among the Third quartile (ܳଷ) and First quartile ( ଵܳ). The IQR is a measure of noise 
for the data set. Points that are beyond the quartiles by half IQR's will be deemed 
potential outliers [31]. Below is presented the mathematic representation: ݔ ൏ ଵݍ  െ ש  ܴܳܫ ݔ 1.5   ݔ   ଷݍ  א ݔ  ;ܴܳܫ ݔ 1.5   Թ                  ሺ5ሻ 

Where, x is the observation to evaluate and qଵ െ  1.5 x IQR  denote the lower inner 
fences and qଷ   1.5 x IQR the upper inner fences. Hence points beyond these fences 
are potential outliers. In this case the Interquartile Range Method was applied to the 
class - Incidence Rate of Rust (IRR). The outcomes obtained to apply IR, presented as 
lower inner fence -2.0156 and upper inner fence 11.84, thus, the last 9 observations 
(139 - 147) are removed.  

On the other hand, the clustering of data module, builds clusters from data set 
(leaving out the IRR class) with K-means algorithm (k=3). The k-means algorithm 
partitions a set of data into a number k of disjoint clusters by looking for inherent 
patterns in the set. Let us suppose that X represents the available set of samples. Each 
sample can be represented by an m-dimensional vector in the Euclidean space R୫. 
Thus, in the following, X ൌ ሼxଵ, xଶ, … , xଷሽ will represent a set of n samples, where 
the generic sample xi  is a m-dimensional vector [32]. Each cluster is a subset of X 
and contains samples with some similarity. The distance between two samples pro-
vides a measure of similarity: it shows how similar or how different two samples are. 
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In the k-means approach, the representative of a cluster is defined as the mean of all 
the samples contained in the cluster [32].  

Once the k-means is used each cluster is transformed in a data training set. The ba-
sic idea is to know the meaning of the clusters and define an expert classifier for each 
cluster. Next is explained the interpretation of the clusters through Bayesian Network 
and Decision Tree. 

We used a Bayesian network [33] to build a conditional probability distribution for 
clusters generated by k-means (k=3) and four main attributes: coffee rust control in 
the last month (CRC1M), coffee rust control in the last 3 months (CRC3M), fertiliza-
tion in the last 4 months (F4M) and incidence rate of rust (IRR), as can be seen in 
Table 2. 

Table 2. Percentage of conditional probability distribution for clusters generated by k-means 

 
Cluster 

Coffee rust 
control in the 

last month 

Coffee rust 
control in the 
last 3 months 

Fertilization in 
the last 4 
months 

 
Incidence Rate of 

Rust 
Yes Not Yes Not Yes Not <7.18 % ≥7.18% 

C1 45.3% 54,7% 98.3% 1.7% 32.8% 67.2% 75% 25% 
C2 1% 99% 27.9% 72.1% 20.2% 79.8% 66.66 % 33.33 % 
C3 88.6% 11.4% 58.8% 41.2% 99.1% 0.9% 98.70% 1.30% 

 
For cluster Cଵ, CRC1M and CRC3M have opposite probability distribution (54.7% 

indicates that it was not done a coffee rust control in the last month while 98.3 % 
shows that it was done a coffee rust control in the last 3 months), which means that Cଵ 
contains contradictory instances. For another part, for Cଶ, the attributes of CRC1M, 
CRC3M and F4M present a similar behavior, indicating that it was not done rust con-
trols and fertilizations on coffee crops (probability distribution of "Not" values: 99%, 
72.1% and 79.8% respectively), whereas probability distribution of CRC1M, CRC3M 
and F4M attributes of Cଷ indicates the use of coffee rust controls and fertilizations 
(probability distribution of "Yes" values: 88.6%, 58.8% and 99.1% respectively); for 
this reason the Incidence Rate of Rust is less than 7.18% (probability distribution of 
IRR < 7.18 %  =  98.70%). 

To test out the outcomes obtained by Bayesian Network, we used a C4.5 Decision 
Tree (pruning the irrelevant attributes) [34], as can be seen in Fig. 2. 

In Fig. 2, the C4.5 decision tree accounted 3 attributes: Coffee rust control in the 
last month (CRC1M), Hours of relative humidity > 90% in the last month (HRH1M), 
and Crop Age (CA) in months. The distribution of instances is founded in the leaves. 
In this sense the rule obtained for cluster Cଵ (Fig.  2) does not contain the necessary 
attributes to know the meaning of Cଵ (CRC1M and HRH1M); unlike of Cଶ where 
conditions promote the appearance of rust, because there was not done a coffee rust 
control in the last month, high hours of relative humidity > 90% in the last month (> 
341 hours), and older crops (age > 50 months). Finally Cଷ can be interpreted as the 
youngest crops (age < 48 months) that are resistant to rust without regard for condi-
tions of relative humidity and coffee rust controls performed. 
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Fig. 2. C4.5 
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In this sense, we define the k-means algorithm with k ൌ  3 (Fig. 3b), because its 
clusters Cଶ  (pink color) and Cଷ(blue color) are completely distinct. Cଵ  (red color) 
has misclassified points due to its belonging to Cଶ and Cଷ, besides the contradictory 
instances found by Bayesian Network and C.4 Decision Tree. For this reasons, the 
observations of Cଵ were deleted (29 instances) to avoid the noise. The new dataset 
has 109 instances, 52 of Cଶ and 57 of Cଷ. 

When the clusters are defined we create the three classifiers (In Fig.  1 classifier - 
1st level, and classifiers - 2nd level): 

The classifier - 1st level use a Backpropagation neural network (BPNN) responsi-
ble for deciding which classifier of second level will detect the incidence rate of rust 
(IRR). The 1st-classifier-2nd level trains a regression tree (M5) with instances of Cଶ 
to detect the incidence rate of rust greater than 7.18%; whereas the 2nd-classifier-2nd 
level trains a support vector regression (SVR) with instances of Cଷ with aim to detect 
the incidence rate of rust less than 7.18%. 

4 Experimental Results 

This section reports a number of experiments carried out to select the base classifiers 
used to detect the coffee rust incidence rate. Here we compare the results obtained by 
the empirical multi-classifier against classical approaches as: simple classifiers and 
ensemble methods. 

4.1 Selection of Base Classifiers 

The families of supervised learning algorithms assessed were: Support Vector Ma-
chines, Neural Networks, Bayesian Networks, Decision Trees, and K nearest neigh-
bors. The selection criteria of these classifiers are based on previous surveys which 
show that are the most suitable for classification and predictions tasks [35, 36], espe-
cially in the detection of crops diseases and pest [37]. With the dataset introduced in 
Section 2.1, we used a 10-fold cross validation to estimate the scores reported in the 
following figure and tables.  
 
Classifier - 1st Level 
We tested the most relevant algorithms of supervised learning for classification tasks 
as Support Vector Machine (SVM), Backpropagation Neural Network (BPNN), Naive 
Bayes (NB), C4.5 Decision Tree, and K nearest neighbors (K-NN) [37] to choose the 
classifier - 1st level, computing precision, recall and F- measure as seen in Table 3. 

Table 3. Precision, Recall and F-measure for SVM, ANN, BN, DT and K-NN 

 
Measures 

Supervised learning algorithms 
SVM BPNN NB C4.5 K-NN 

Precision 99.3% 99.3% 88.6% 96.3% 97.9% 
Recall 99.3% 99.3% 87.4% 96.3% 97.8% 
F- measure 99.3% 99.3% 87.5% 96.3% 97.8% 
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Table 5. Comparison: SVR, MP, RBF, K-NN R, M5 for selection of 2nd-classifier-2nd level 

Measures Supervised learning algorithms
SVR MP RBF K-NN R M5 

PCC 0.36 0.32 0.27 0.37 0.08 
MAE 1.20% 1.22% 1.24% 1.31% 1.49% 

RMSE 1.73% 1.91% 1.74% 1.86% 2.08% 

 
In Table 5, the K-NN R and SVR algorithms have the highest value for positive 

correlations (PCC= 0.37 and PCC = 0.36 respectively), however, SVR present the 
least difference among IRRP and IRRR (MAE = 1.20% and RMSE = 1.73%) respect 
to K- NN R (MAE = 1.31% and RMSE = 1.86%). Based on the above, SVR was 
selected as 2nd-classifier-2nd level. 

4.2 Evaluation of the Empirical Multi-classifier for Coffee Rust Detection 

This section presents the results obtained by the empirical multi-classifier against 
simple classifiers and classical ensemble methods. 

Empirical Multi-classifier vs. Simple Classifiers 
Table 6 compares the outcomes obtained by the empirical multi-classifier against 
simple classifiers as Support Vector Regression (SVR), Back Propagation Neural 
Network (BPNN), and Regression Tree (M5) which were tested in [12] with the same 
dataset. 

Table 6. Comparison of empirical multi-classifier and simple classifiers 

   
 

Measures 

Supervised learning algorithms  
Empirical multi-classifier Simple classifiers 

1st-classifier-
2nd level  

2nd-classifier-
2nd level 

SVR BPNN M5 

PCC 0.51 0.36 0.29 0.35 0.22 
MAE 1.83% 1.20% 2.28% 2.34% 2.55% 

RMSE 2.16% 1.73% 3.38% 3.31% 3.50% 
 

The outcomes obtained by empirical multi-classifier are better than simple classifi-
ers; especially for 2nd-classifier-2nd level where the instances are closer to each other 
respect to instances of 1st-classifier-2nd level (Fig. 3 for k = 3). 

Empirical Multi-classifier vs. Classical Ensemble Methods 
Table 7 compares the outcomes obtained by the empirical multi-classifier against 
classical ensemble methods as Bagging, Random subspaces, Rotation forest and 
Stacking. The classical ensemble methods as Bagging used M5 as base classifier, 
Random subspaces:  K- NN R, Rotation forest: M5, Stacking three base classifiers: 
BPNN, K- NN R, M5 and SVR as meta-learner. We choose the four ensemble me-
thods as the best outcomes to use the dataset explained in section 2.1. 
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Table 7. Comparison of empirical multi-classifier and classical ensemble methods 

   
 
 

Measures 

 Supervised learning algorithms 
Empirical multi-

classifier 
Classical ensemble methods 

1st-
classifier-
2nd level  

2nd-
classifier-
2nd level 

Bag-
ging 

Ran. 
Sub-

spaces 

Rot. 
Forest 

Stacking 

PCC 0.51 0.36 0.27 0.25 0.24 0.14 
MAE 1.83% 1.20% 2.38% 2.38% 2.43% 2.41% 

RMSE 2.16% 1.73% 3.34% 3.52% 3.37% 3.43% 
 

The outcomes obtained by empirical multi-classifier are better than classical en-
semble methods. Bagging is the ensemble method with better results; nevertheless, 
simple classifiers as BPNN (PCC = 0.35; RMSE = 3.31%) and SVR (MAE = 2.28%) 
outperformed the results obtained by Bagging (PCC = 0.27; MAE = 2.38%; RMSE = 
3.34%).  

5 Conclusions and Future Work 

This paper presented an empirical multi-classifier for coffee rust detection in Colom-
bian crops. Our multi-classifier proposal outperformed the classical approaches as 
simple classifiers and ensemble methods in terms of PCC (0.51 of 1st-classifier-2nd 
level and 0.36 of 2nd-classifier-2nd level respect to 0.35 of BPNN and  0.27 of Bag-
ging), MAE (1.83% of 1st-classifier-2nd level and 1.20% of 2nd-classifier-2nd level 
respect to 2.28% of SVR and 2.38% of Bagging) and RMSE (2.16% of 1st-classifier-
2nd level and 1.73% of 2nd-classifier-2nd level respect to 3.31% of BPNN and 3.34% 
of Bagging) which use the same dataset of coffee rust. The limitation encountered 
during this study was the absence of data from actual coffee crop. Especially in rust 
incidence rate samples due to the expensive collection process that requires big efforts 
in money and time. Accordingly, the results obtained on this study are not very  
precise.  

In future studies we intend to tackle the insufficient data using different approaches 
such as synthetic data and incremental learning. This will allow an existing classifier 
be updated using only new individual data instances, without having to re-process 
past instances [38]. Also we will propose the use of weather time series data which 
are automatically capture each five minutes by weather station. We will analyze its 
behavior with the rust infection rate. 
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